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Decentralized sampling and remote estimation over a wireless collision channel
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Lemma 1: In oblivious policies, the expected estimation error associated with process $i$ has the following relationship with the expected age function: $\mathbb{E}\left[\left(X_{i}(k)-\hat{X}_{i}(k)\right)^{2}\right]=\mathbb{E}\left[h_{i}(k)\right] \sigma^{2}$.

Based on Lemma 1, $L^{\pi}(M)=\sigma^{2} J^{\pi}(M), \quad J^{\pi}(M)=\lim _{K \rightarrow \infty} \frac{1}{M^{2}} \sum_{i=1}^{M} \frac{1}{K} \sum_{k=1}^{K} \mathbb{E}\left[h_{i}^{\pi}(k)\right]$.
$J^{\pi}(M)$ is the normalized expected sum of age of information,
which was investigated in our prior work [X. Chen - K. Gatsis - H. Hassani - S. Saeedi Bidokhti-2019]
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\lim _{M \rightarrow \infty} J^{S A T}(M)=\frac{e}{2}, \quad \lim _{M \rightarrow \infty} L^{S A T}(M)=\frac{e}{2} \sigma^{2}
$$

Centralized policy: at the beginning of each slot $k$, the Max-Weight policy chooses the action $i^{*}$ such that $h_{i^{*}}(k)=\max _{i} h_{i}(k)$.

Under the Max-Weight policy, $\lim _{M \rightarrow \infty} L^{M W}(M)=\frac{\sigma^{2}}{2}$, which implies $\lim _{M \rightarrow \infty} \frac{L^{S A T}(M)}{L^{M W}(M)}=e$
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Error-based Thinning (EbT); Find an optimal threshold $\beta$
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Definition 3: Define $J_{l}^{(i)}=k_{0}-k_{l-1}^{(i)}$ as the silence delay.
Define $U_{l}^{(i)}=k_{l}^{(i)}-k_{0}+1$ as transmission delay. $I_{l}^{(i)}=J_{l}^{(i)}-1+U_{l}^{(i)}$.
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Estimation Error Analysis: the approximation error in $L^{E b T}(M)$ increases linearly with $\sigma^{2}$.

## Numerical Results



Fig. 2: NEWSEE as a function of $\sigma^{2}$ for various state-of-theart scheme with $M=500$.
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Fig. 6: The gap (normalized by $\sigma^{2}$ ) between $L^{E b T}(M)$ and $\hat{L}^{E b T}(M)$ as a function of $M$ for $\sigma^{2}=3$.
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